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Abstract. For the Lie superalgebraq(n + 1) a description is given in terms of creation and
annihilation operators, in such a way that the defining relations ofq(n + 1) are determined by
quadratic and triple supercommutation relations of these operators. Fock space representations
Vp of q(n + 1) are defined by means of these creation and annihilation operators. These new
representations are introduced as quotient modules of some induced module ofq(n + 1). The
representationsVp are not graded, but they possess a number of properties that are of importance
for physical applications. Forp a positive integer, these representationsVp are finite dimensional,
with a unique highest weight (of multiplicity one). The Hermitian form that is consistent with
the natural adjoint operation onq(n + 1) is shown to be positive definite onVp . For q(2) these
representations are ‘dispin’. For the general case ofq(n + 1), many structural properties ofVp are
derived.

1. Introduction

Lie superalgebras and their irreducible representations (simple modules) have been the subject
of much attention in both the mathematical [1–3] and the physics [4–6] literature. However,
even for the simplest family of basic classical Lie superalgebras, namelysl(m/n) or gl(m/n),
the understanding of all finite-dimensional simple modules has been a very difficult problem.
The main reason for this difficulty has been the existence of so-calledatypicalmodules [2].
Although partial progress was made in determining a character formula for atypical modules
[7–9], the problem of determining the character forgl(m/n)modules was solved only recently
[10, 11] (see also [12] for a simpler algorithm).

The general linear Lie algebragl(n) has two super-analogues. The first is the Lie
superalgebragl(n/1), for which the representations (even the atypical ones) are now well
known; for example, a Gel’fand–Zetlin basis has been introduced and its transformations have
been determined [13, 14], and representations ofsl(n/1) have been studied [15, 16]. The
second super-analogue is the strange Lie superalgebraq(n). This Lie superalgebra has also
received attention recently. In particular, the character of finite-dimensional irreducible graded
representations ofq(n) have been determined [17–19], both in the typical and atypical case.
In a different context, oscillator realizations have been given [20].

The finite-dimensional irreducible graded representations ofq(n)have the strange property
that the multiplicity of the highest (or lowest) weight is in general greater than 1 [18]. From
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the physical point of view, where one wishes to interpret the representation space as a Hilbert
space with a unique vacuum, this situation is not very favourable.

In the present paper, our purpose is to study a new class of irreducible finite-dimensional
representations of the Lie superalgebraq(n), which have certain properties that are required
in a physical context. In particular, the highest weight has multiplicity 1 (so there is a unique
highest-weight vector, up to a factor), and the representation space can be naturally equipped
with a symmetric and non-degenerate positive-definite Hermitian form (inner product).
Moreover, creation and annihilation generators (or operators) are introduced forq(n) such
that the representation space is a Fock space. The only property that has to be abandoned is
the grading of the representation space (but from the physical point of view, this grading is no
requirement).

The structure of the paper is as follows. In section 2 the main definitions are given
concerning the Lie superalgebraq(n+1). In section 3 a newbasis forq(n+1) is given in terms
of so-called creation and annihilation operators. The new class of representations ofq(n + 1)
is introduced in section 4. These representations are defined by means of an induced module
V̄p; the actual irreducible representationVp which is of interest is then a quotient module of
V̄p. To gain some idea about the structure ofVp, we first consider the low-rank case ofq(2)
in section 5. Here, the representation has a ‘dispin’ structure. Section 6 returns to the general
caseq(n+1), and includes several (technical) properties concerning the structure ofV̄p, paving
the way to determining the structure of the simple modulesVp. This is performed in section 7,
where in particular we give the dimension and character ofVp, and show that the Hermitian
form is positive definite.

2. The Lie superalgebraq(n + 1)

The Lie superalgebraq(n + 1) can be determined through its defining representation, i.e.

q(n + 1) =
{(

A B

B A

) ∣∣∣∣ A,B ∈ gl(n + 1)

}
(1)

where the matrices withB = 0 are even, or elements ofq(n + 1)0̄, and those withA = 0
odd, or elements ofq(n + 1)1̄. The subalgebrasq(n + 1) consists of those elements with
tr(B) = 0. The Lie superalgebrasq(n+1) andsq(n+1) still contain a one-dimensional centre
CI , whereI is the identity matrix. Hence one defines the quotient Lie superalgebrapsq(n+1)
assq(n+ 1)/CI . The notationq(n+ 1), sq(n+ 1) andpsq(n+ 1) is due to Penkov [17]; in the
notation of Kac [1, 2] we havēQ(n) = sq(n+1) andQ(n) = psq(n+1). Recall thatQ(n) is a
simple Lie superalgebra forn > 2, and that it is one of the series of classical (but ‘strange’) Lie
superalgebras in the classification of Kac [1]. For the development of representation theory,
we shall be working mainly withq(n + 1).

Thusq(n + 1) can be defined as the Lie superalgebra with(n + 1)2 even basis elements
e0̄
ij (i, j = 0, 1, . . . , n) and(n + 1)2 odd basis elementse1̄

ij (i, j = 0, 1, . . . , n), satisfying the
bracket relation

[[eσij , e
θ
kl ]] = δjkeσ+θ

il − (−1)σθ δile
σ+θ
kj (2)

whereσ, θ ∈ Z2 = {0̄, 1̄}, and i, j, k, l ∈ {0, 1, . . . , n}. In this paper, we shall use [[, ]]
for the Lie superalgebra bracket, and write explicitly [, ] (respectively{ , }) if this denotes a
commutator (respectively anticommutator). LetEij denote the(n+1)×(n+1)matrix with 1 in
position(i, j) and 0 elsewhere (indices running from 0 ton), then the defining representation
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of q(n + 1) is given by the map

e0̄
ij →

(
Eij 0
0 Eij

)
e1̄
ij →

(
0 Eij

Eij 0

)
(3)

onto matrices of order 2(n + 1).
Following the definition of Cartan subalgebra as a maximal nilpotent subalgebra coinciding

with its own normalizer, a Cartan subalgebraH of G = q(n + 1) is given byH = H0̄ ⊕H1̄,
whereH0̄ = span{e0̄

ii | i = 0, 1, . . . , n} andH1̄ = span{e1̄
ii | i = 0, 1, . . . , n} [17, 21]. This

subalgebra is not Abelian, and since the elements ofH1̄ are odd, the root generatorse1̄
ij are

not eigenvectors ofH1̄. Therefore, to give a root decomposition ofG it is more convenient
[21] to work with the Abelian subalgebraH0̄. The dual spaceH ∗

0̄
has the standard basis

{ε0, ε1, . . . , εn}, in terms of which the roots ofG can be described. The elementse0̄
ij (i 6= j )

are even root vectors corresponding to the rootεi − εj ; the elementse1̄
ij (i 6= j ) are odd root

vectors also corresponding to the rootεi− εj ; the elementse1̄
ii fromH1̄ can then be interpreted

as odd root vectors corresponding to the root 0. Note that every rootεi − εj (i 6= j ) has
multiplicity two (counting once as an even and once as an odd root). Let, as usual,1 be the
set of all roots,10̄ (respectively11̄) be the set of even (respectively odd) roots:

10̄ = {εi − εj | 06 i 6= j 6 n} 11̄ = 10̄ ∪ {0}. (4)

The positive roots are

1+ = 10̄
+ = 11̄

+ = {εi − εj | 06 i < j 6 n}. (5)

With this choice of positive roots the weightsλ = ∑n
i=0 λiεi ∈ H ∗0̄ are partially ordered

by λ 6 µ iff µ − λ = ∑ kαα whereα ∈ 1+ andkα are non-negative integers. The adjoint
representation hasε0−εn as highest weight, with multiplicity two. The defining representation
has highest weightε0, also with multiplicity two.

Let V be a linear space overC, and denote bygl(V ) the space of endomorphisms ofV .
A representationρ is a linear mapping fromG to gl(V ) such that

ρ([[x, y]]) = ρ(x)ρ(y)− (−1)σθρ(y)ρ(x) ∀x ∈ Gσ y ∈ Gθ σ, θ ∈ Z2. (6)

ThenV is aG-module withxv = ρ(x)v for x ∈ G andv ∈ V . If, moreover,V is aZ2-graded
linear space, i.e.V = V0̄⊕V1̄, thengl(V ) is also naturally graded,gl(V ) = gl(V )0̄⊕gl(V )1̄,
and thenρ is a graded representation (andV a gradedG-module) if ρ(x) ∈ gl(V )σ for
x ∈ Gσ . For Lie superalgebras, one usually considers only the graded modules when studying
representation theory [1, 3]. Here, we shall see thatq(n+1)has a class of interesting non-graded
modules.

Graded modules ofq(n + 1) were considered by Penkov and Serganova [17–19]. In
particular, they showed that the finite-dimensional irreducible representationsV of q(n + 1)
are characterized by a highest weightλ =∑i λiεi , such thatλi−λi+1 is a non-negative integer
andλi = λi+1 impliesλi = λi+1 = 0. The dimension of the highest-weight spaceVλ (λ 6= 0)
is given by [18, p 150]

dim(Vλ) = 21+[(#λ−1)/2] (7)

where #λ is the number of non-zero coordinatesλi and [t ] is the integer part oft . For example,
for the defining representations withλ = (1, 0, . . . ,0) and the adjoint representation with
λ = (1, 0, . . . ,0,−1), the highest-weight space has dimension 2.
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From the physical point of view, it is unusual to have a highest (or lowest) weight with
multiplicity greater than one, since this is normally associated with a ‘unique vacuum’.

Here we shall show thatq(n + 1) has a class of interesting non-graded representations,
with a unique highest-weight vector (i.e. highest-weight multiplicity one), and which are also
finite dimensional. Moreover, these representations can be interpreted as Hermitian Fock
representations generated byn even andn odd creation operators.

3. Creation and annihilation operators for q(n + 1)

Let aξi (σ ) be the following elements ofq(n + 1):

a+
i (σ ) = eσi,0 a−i (σ ) = eσ0,i σ ∈ Z2 i ∈ {1, . . . , n}. (8)

It is easy to verify that these operators satisfy the following relations:

[[a−i (σ ), a
−
j (θ)]] = [[a+

i (σ ), a
+
j (θ)]] = 0 (9)

[[[[ a+
i (σ ), a

−
j (θ)]] , a

+
k (ω)]] = δjka+

i (σ + θ + ω) + (−1)σθ+θω+ωσ δij a
+
k (σ + θ + ω) (10)

[[[[ a+
i (σ ), a

−
j (θ)]] , a

−
k (ω)]] = −(−1)σθ δij a

−
k (σ + θ + ω)− (−1)θω+ωσ δika

−
j (σ + θ + ω) (11)

whereσ, θ, ω ∈ Z2, i, j, k ∈ {1, . . . , n}. It is convenient to introduce the following notational
difference between the even and odd operators:

b±i = a±i (0̄) f ±i = a±i (1̄). (12)

The operatorsb+
i , f

+
i (respectivelyb−i , f

−
i ) shall be referred to as creation (respectively

annihilation) operators for the Lie superalgebraq(n + 1) (even though they generate only
the subalgebrasq(n + 1)).

A definition of creation and annihilation operators (or generators) of a simple Lie
(super)algebraL and of the related Fock spaces was given in [22, section 2]. The motivation
for introducing such operators stems from the observation that the creation and annihilation
operators (CAOs) of certain algebras have a direct physical significance. We have in mind the
para-Fermi and the para-Bose operators, which generalize the statistics of spinor and tensor
fields in quantum field theory [23]. Anyn pairs of parafermions are CAOs of the orthogonal
Lie algebraso(2n + 1) ≡ Bn [24, 25]. The parabosons do not generate a Lie algebra, they
generate a Lie superalgebra [26]. Anyn pairs of them are CAOs of the orthosymplectic Lie
superalgebraosp(1, 2n) ≡ B(0, n) [27].

In [28] the question was raised as to whether each simple Lie (super)algebra can be
generated by creation and annihilation generators. The answer is positive for all algebras from
the classesA,B,C andD of simple Lie algebras [29] and for some Lie superalgebras. So far,
however, only the CAOs and the Fock representations ofsl(n + 1) (A-statistics) [29, 30] and
of Lie superalgebrassl(1/n) (A-superstatistics) [22] were studied in somewhat greater detail.
The present paper is another contribution along this line for the Lie superalgebraq(n + 1).

Returning to the CAOs (8) we note that the operatorsb±i satisfy the relations ofA-statistics
[30], whereas the operatorsf ±i satisfy the relations ofA-superstatistics [22]. Here, we shall
refer to the combined relations (9)–(11) asQ-statistics. Clearly, the linear envelope of

{aξi (σ ), [[aξi (σ ), aηj (θ)]] |ξ, η ∈ {+,−}, σ, θ ∈ Z2, i, j ∈ {1, . . . , n}} (13)

is equal to the Lie superalgebrasq(n + 1).
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4. Fock space forq(n + 1)

We shall define a Fock space forG = q(n + 1) using an induced module. First of all, from
the commutation relations ofq(n + 1) it is straightforward to see thatq(1) = span{e0̄

00, e
1̄
00}

and q(n) = span{eσi,j | i, j = 1, 2, . . . , n; σ = 0̄, 1̄} are subalgebras ofq(n + 1) with
[[q(1), q(n)]] = 0. So consider the subalgebra

G̃ = q(1)⊕ q(n). (14)

Let

P = span{b−1 , . . . , b−n , f −1 , . . . , f −n }
N = span{b+

1, . . . , b
+
n, f

+
1 , . . . , f

+
n }

(15)

these are two Abelian subalgebras ofG. ThenG = G̃ + P + N , where the sum is direct as
linear spaces. Since [[G̃, P ]] = P , G̃ + P is also a subalgebra ofG.

The Lie superalgebraq(1) has basis elementse0̄
00 ande1̄

00 with supercommutation relations

[e0̄
00, e

0̄
00] = 0 [e0̄

00, e
1̄
00] = 0 {e1̄

00, e
1̄
00} = 2e0̄

00. (16)

Clearly, this Lie superalgebra has one-dimensional irreducible modulesCv0 characterized by
a numberp, with action

e0̄
00v0 = pv0 e1̄

00v0 = √p v0. (17)

In principlep can be any complex number, but later we shall be interested only in the case
wherep is a positive real number. Theq(1)-moduleCv0 can be extended to ãG = q(1)⊕q(n)-
module by lettingxv0 = 0 for allx ∈ q(n). Requiring thatxv0 = 0 for everyx ∈ P it becomes
a (G̃ + P)-module.

We now define the following inducedG-module:

V̄p = IndG
G̃+P

Cv0
∼= U(G)⊗G̃+P Cv0. (18)

By the Poincaŕe–Birkhoff–Witt theorem for Lie superalgebras, we have

V̄p
∼= U(N)⊗ Cv0. (19)

Thus a basis of̄Vp is given by the elements

|p; k1, l1, k2, l2, . . . , kn, ln〉 = (b+
1)
k1(f +

1 )
l1(b+

2)
k2(f +

2 )
l2 · · · (b+

n)
kn(f +

n )
lnv0

li ∈ {0, 1} ki = 0, 1, 2, . . . . (20)

What are the identities that hold in this representation spaceV̄p? First of all, note that̄Vp has a
unique highest weight equal topε0, corresponding to the unique (up to a factor) highest-weight
vectorv0. So the highest weight has multiplicity one. On the other hand, equation (17) shows
thatv0 is neither an even nor an odd vector, i.e. theG-moduleV̄p is not graded. Note that the
weight of (20) is given by

pε0 +
n∑
i=1

(ki + li)(εi − ε0). (21)

Secondly, the vectorv0 can genuinely be called a ‘vacuum vector’ since it satisfies

b−i v0 = f −i v0 = 0 (i = 1, 2, . . . , n). (22)
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Furthermore, the following relations are valid:

b−i b
+
j v0 = δijp v0 f −i f

+
j v0 = δijp v0

f −i b
+
j v0 = δij√p v0 b−i f

+
j v0 = δij√p v0.

(23)

Note that relations (22) and (23) are also sufficient to define the representationV̄p.
In order to callV̄p a Fock space, one further condition should be satisfied, namely it should

be a Hilbert space consistent with the adjoint operation [22, 30]

(b±i )
† = b∓i (f ±i )

† = f ∓i . (24)

Thus we define a Hermitian form on̄Vp by

〈v0|v0〉 = 1 〈b+
i v|w〉 = 〈v|b−i w〉 〈f +

i v|w〉 = 〈v|f −i w〉 v,w ∈ V̄p. (25)

In general,V̄p is not a Hilbert space. However, we shall see that ifp is a positive integer,̄Vp has
a quotient space which is a Hilbert space. Indeed, ifp is a positive integer, the spaceV̄p is shown
to have a maximal submoduleMp. Then the quotient moduleVp = V̄p/Mp is an irreducible
G-module. The Hermitian form is zero onMp and onVp it induces a positive-definite metric.
ThusVp can genuinely be called a Fock space representation ofq(n + 1).

The Lie superalgebraq(n + 1) contains a one-dimensional centre,

I =
n∑
i=0

e0̄
ii . (26)

SinceIv0 = pv0, andV̄p (orVp) is generated byv0, it follows thatIv = pv for everyv in V̄p
(or Vp).

As we shall see, the structure ofVp or V̄p is far from trivial. Before turning to the general
case, let us first consider the low-rank case of the Lie superalgebraG = q(2).

5. Fock space forq(2)

Sincen = 1 there is only one index for the creation and annihilation operators, so we shall
simply denoteb±1 , f

±
1 by b±, f ±.

The representation spaceV̄p is spanned by the following vectors (notation of (20)):

vk = |p; k, 0〉 = (b+)kv0 k = 0, 1, . . .

wk = |p; k − 1, 1〉 = (b+)k−1f +v0 k = 1, 2, . . . .
(27)

The following actions of the annihilation operators onvk andwk can be computed using the
triple relations (9) and (10), (11):

b−vk = k(p − k + 1)vk−1 (28)

f −vk = k√p vk−1− k(k − 1)wk−1 (29)

b−wk = √p vk−1 + (k − 1)(p − k)wk−1 (30)

f −wk = pvk−1− (k − 1)
√
pwk−1. (31)

It is not difficult to verify the following, using the earlier defined metric onV̄p and (28):

〈vk|vk〉 = k!p(p − 1) · · · (p − k + 1). (32)
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For fixedp, this expression can take positive and negative values, depending upon the value
of k. Hence,V̄p itself is not a Hilbert space representation. Next, let us investigate whether
V̄p is irreducible. Using the relations (25), (28)–(31), and induction, one can show that

〈vk|vl〉 = δklk!p(p − 1) · · · (p − k + 1) (33)

〈wk|wl〉 = δkl(k − 1)!p(p − 1) · · · (p − k + 1) (34)

〈vk|wl〉 = δklk!p(p − 1) · · · (p − k + 1)/
√
p. (35)

Now (33) and (34) imply that

(b−)kvk = k!p(p − 1) · · · (p − k + 1) v0

(b−)k−1f −wk = (k − 1)!p(p − 1) · · · (p − k + 1) v0.
(36)

Thus ifp is not a positive integer these coefficients are not zero, implying that the vectorsvk
andwk cannot belong to a submodule ofV̄p (apart from the trivial submodulēVp). In other
words, ifp is not a positive integer,̄Vp is irreducible.

Let us now consider the interesting case wherep is a positive integer. Then̄Vp has a
maximal submoduleMp. SinceV̄p is a module generated by a highest-weight vector, the
submodule is generated by primitive weight vectors, so let us determine when a weight vector
vk + βwk is primitive. The conditionsb−(vk + βwk) = 0 andf −(vk + βwk) = 0 lead to
one solution only, namelyk = p andβ = −√p. Thusvp − √pwp is a primitive vector
generating the submoduleMp. The quotient moduleVp = V̄p/Mp is therefore a finite-
dimensional module. A set of basis vectors ofVp, together with the corresponding weight, is
given by

v0 pε0

v1, w1 (p − 1)ε0 + ε1

v2, w2 (p − 2)ε0 + 2ε1

...

vp−1, wp−1 ε0 + (p − 1)ε1

vp +
√
pwp pε1.

(37)

The top and bottom weight appear with multiplicity one, the other weights have
multiplicity two. From the weight structure one can determine the decomposition of this
finite-dimensionalq(2) module with respect to the subalgebragl(2) ⊂ q(2):

Vp → (p, 0)⊕ (p − 1, 1) (p > 1). (38)

SoVp splits into two irreduciblegl(2) modules, both of which have been labelled by their
highest weight (in the(ε0, ε1)-basis). So forp > 1 theseq(2) representations could be referred
to as ‘dispin’ representations, similar to the known dispin representations ofosp(1, 2) [31, 32].
Forp = 1, the decomposition is simplyVp → (p, 0). The dimension follows easily:

dimVp = 2p. (39)

It is possible to give an orthonormal basis forVp, in terms of the above basis vectorsvk,
wk. Since

〈vk ±
√
kwk|vk ±

√
kwk〉 = 2(1±

√
k/p)k!p!/(p − k)! (40)

〈vk +
√
kwk|vk −

√
kwk〉 = 0 (41)
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one can define

φk =
(

(p − k)!
2k!p!(1 +

√
k/p)

)1/2

(vk +
√
kwk) (k = 1, . . . , p) (42)

ψk =
(

(p − k)!
2k!p!(1−√k/p)

)1/2

(vk −
√
kwk) (k = 0, . . . , p − 1). (43)

These vectors are orthonormal:

〈φk|φl〉 = 〈ψk|ψl〉 = δkl 〈φk|ψl〉 = 0. (44)

The action of the creation and annihilation operators on this basis can be computed. We have:

f +φk = 1
2

[(√
p −
√
k
)(√

p +
√
k + 1

)]1/2
φk+1− 1

2

[(√
p −
√
k
)(√

p −
√
k + 1

)]1/2
ψk+1

(45)

f +ψk = 1
2

[(√
p +
√
k
)(√

p +
√
k + 1

)]1/2
φk+1− 1

2

[(√
p +
√
k
)(√

p −
√
k + 1

)]1/2
ψk+1

(46)

b+φk = 1
2

(√
k + 1 +

√
k
) [(√

p −
√
k
)(√

p +
√
k + 1

)]1/2
φk+1

+1
2

(√
k + 1−

√
k
) [(√

p −
√
k
)(√

p −
√
k + 1

)]1/2
ψk+1 (47)

b+ψk = 1
2

(√
k + 1−

√
k
) [(√

p +
√
k
)(√

p +
√
k + 1

)]1/2
φk+1

+1
2

(√
k + 1 +

√
k
) [(√

p +
√
k
)(√

p −
√
k + 1

)]1/2
ψk+1. (48)

The action of the annihilation operators follows immediately fromb− = (b+)†, f − = (f +)†.
For example,

f −φk = 1
2

[(√
p −√k − 1

)(√
p +
√
k
)]1/2

φk−1 + 1
2

[(√
p +
√
k − 1

)(√
p +
√
k
)]1/2

ψk−1.

(49)

6. Structure of the moduleV̄p

In this section we return to the general caseq(n + 1). By calculating the action of creation
and annihilation operators on basis vectors of the induced moduleV̄p, the way is prepared to
determine the structure of the irreducible quotient moduleVp of V̄p.

Recall that a basis for̄Vp is given by the vectors

|p;k, l〉 = |p; k1, l1, k2, l2, . . . , kn, ln〉 = (b+
1)
k1(f +

1 )
l1(b+

2)
k2(f +

2 )
l2 · · · (b+

n)
kn(f +

n )
lnv0

li ∈ {0, 1} ki = 0, 1, 2, . . . . (50)

Since all creation operatorsb+
i andf +

i supercommute, a different order of the creation operators
in (50) can produce only a sign change.

In the standard basis, the weight of the vector|p;k, l〉 is given by

weight(|p;k, l〉) = pε0 +
n∑
i=1

(ki + li)(εi − ε0) =
(
p −

n∑
i=1

(ki + li), k1 + l1, . . . , kn + ln

)
.

(51)
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Thus every weight of̄Vp is of the form

λm =
(
p −

n∑
i=1

mi,m1, . . . , mn

)
mi = 0, 1, 2, . . . (52)

conversely, every weight of the form (52) is a weight ofV̄p. Since theli in (50) are either 0 or
1, it follows that the multiplicity of the weightλm in V̄p is given by

multV̄p

(
p −

n∑
i=1

mi,m1, . . . , mn

)
= 2γ (m1)+···+γ (mn) (53)

whereγ (mi) = 0 if mi = 0 andγ (mi) = 1 if mi 6= 0.
The action of the creation operators on the basis ofV̄p is very simple. It will be convenient

to denote the basis vectors in the right-hand side of such actions only by means of the labels
that are effectively changed by the action. So, instead of writing

b+
j |p;k, l〉 = |p; k1, l1, . . . , kj + 1, lj , . . . , kn, ln〉
f +
j |p;k, l〉 = δlj ,0(−1)l1+···+lj−1|p; k1, l1, . . . , kj , lj + 1, . . . , kn, ln〉,

we abbreviate this to

b+
j |p;k, l〉 = |kj + 1〉 (54)

f +
j |p;k, l〉 = δlj ,0(−1)l1+···+lj−1|lj + 1〉. (55)

The action of the annihilation operators is more complicated, and here the notational convention
just introduced will be very useful.

Proposition 1. The action of the annihilation operators in the moduleV̄p is given by

f −j |p;k, l〉 = (−1)l1+···+lj−1lj

(
p + 1 +kj −

n∑
i=1

(ki + li)

)
|lj − 1〉

+(−1)l1+···+lnkj
√
p|kj − 1〉 − (−1)l1+···+lj−1δlj ,0kj (kj − 1)|kj − 2, lj + 1〉

−
n∑
i=1
i 6=j

(−1)l1+···+li−1δli ,0kikj |kj − 1, ki − 1, li + 1〉

+
n∑
i=1
i 6=j

(−1)l1+···+li−1likj |kj − 1, ki + 1, li − 1〉 (56)

(−1)lj+1+···+lnb−j |p;k, l〉 = (−1)lj+1+···+lnkj

(
p + 1− lj −

n∑
i=1

(ki + li)

)
|lj − 1〉

+lj
√
p|lj − 1〉 +

n∑
i=1
i 6=j

(−1)li+···+lnθij δli ,0kilj |lj − 1, ki − 1, li + 1〉

−
n∑
i=1
i 6=j

(−1)li+···+lnθij li lj |lj − 1, ki + 1, li − 1〉 (57)

whereθij = +1 if i < j andθij = −1 if i > j .
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Proof. We shall sketch the proof for the action off −j ; that forb−j is similar. The proof uses
induction onn.

As a first step, the action off +
1 will be determined. Denoteyi = (b+

i )
ki (f +

i )
li . Then,

f −1 |p;k, l〉 = f −1 y1y2 · · · ynv0 = [[f −1 , y1]]y2 · · · ynv0 + (−1)l1y1f
−
1 y2 · · · ynv0. (58)

Since the weight off −1 y2 · · · ynv0, which is
(
p + 1−∑n

i=2(ki + li),−1, k2 + l2, . . . , kn + ln
)
,

is not of the form (52), the vector cannot belong toV̄p, so the second term in (58) has to be
zero. Using [[f −1 , b

+
1]] = e1̄

00− e1̄
11 and [[f −1 , f

+
1 ]] = e0̄

00 + e0̄
11, one finds

[[f1, y1]] =
k1−1∑
r=1

(b+
1)
r
(
e1̄

00− e1̄
11

)
(b+

1)
k1−r−1(f +

1 )
l1 + l1(b

+
1)
k1
(
e0̄

00 + e0̄
11

)
. (59)

From the weight ofyi andv0 one obtains

(e0̄
00 + e0̄

11)y2 · · · ynv0 = (p − k2 − l2 − · · · − kn − ln)y2 · · · ynv0. (60)

Next we need to determine the action ofe1̄
00 ande1̄

11 on vectors of the formy ′1y2 · · · ynv0, where
y ′1 = (b+

1)
k′1(f +

1 )
l1 with k′1 = k1− r − 1:

e1̄
00y
′
1y2 · · · ynv0 = [[e1̄

00, y
′
1y2 · · · yn]]v0 + (−1)l1+···+lny ′1y2 · · · yn√p v0

= [[e1̄
00, y

′
1]]y2 · · · ynv0 +

n∑
i=2

y ′1 · · · yi−1[[e1̄
00, yi ]]yi+1 · · · ynv0

+ (−1)l1+···+ln√p y ′1y2 · · · ynv0.

Every term in this expression can be determined explicitly using

[[e1̄
00, yi ]] = −δli ,0ki(b+

i )
ki−1f +

i + li(b
+
i )
ki+1 (61)

which follows from the supercommutator ofe1̄
00 with b+

i andf +
i . Similarly, for the action of

e1̄
11 one finds

e1̄
11y
′
1y2 · · · ynv0 = [[e1̄

11, y
′
1]]y2 · · · ynv0 (62)

since [[e1̄
11, yi ]] = 0 for i > 1 ande1̄

11v0 = 0. Using the supercommutator ofe1̄
11 with b+

1 and
f +

1 , we find

[[e1̄
11, y

′
1]] = δl1,0k′1(b+

1)
k′1−1f +

1 + l1(b
+
1)
k′1+1. (63)

Now collecting all contributions yields the action off +
1 on|p;k, l〉, as given in the proposition.

In the second step, we use induction in the following way. First, observe that forj = 2,

f −2 y1y2 · · · ynv0 = [[f −2 , y1]]y2 · · · ynv0 + (−1)l1y1f
−
2 y2 · · · ynv0. (64)

However, the actionf −2 y2 · · · ynv0 is formally the same as the (known) actionf −1 y1y2 · · · ynv0,
by relabelling of indices. More generally, forj > 2,

f −j y1y2 · · · ynv0 = [[f −j , y1]]y2 · · · ynv0 + (−1)l1y1f
−
j y2 · · · ynv0. (65)

Once again,f −j y2 · · · ynv0 can formally be reduced tof −j−1y1 · · · yn−1v0, on which one uses
the induction hypothesis. So what remains to be determined is the first term in (65). Since
[f −j , b

+
1] commutes withb+

1 (see (10)), one finds

[[f −j , (b
+
1)
k1(f +

1 )
l1]] = (−1)l1k1(b

+
1)
k1−1(f +

1 )
l1[f −j , b

+
1] + l1(b

+
1)
k1{f −j , f +

1 }. (66)
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To calculate [f −j , b
+
1]y2 · · · ynv0, one uses again the triple relations (10) and (11):

[f −j , b
+
1]y2 · · · ynv0 = (−1)l2+···+lj−1y2 · · · yj−1[[[ f −j , b

+
1], yj ]]yj+1 · · · ynv0. (67)

Furthermore,

[[[ f −j , b
+
1], yj ]] = −kjf +

1 (b
+
j )
kj−1(f +

j )
lj − lj (b+

j )
kj b+

1 (68)

where again the triple relations have been used. In a similar way, the action{f −j , f +
1 }y2 · · · ynv0

is determined. Together they yield the first term in the right-hand side of (65). Then, combining
the coefficients of all identical vectors in the right-hand side of (65) proves the proposition.�

Now we wish to determine the vectors in̄Vp that are annihilated by all annihilation
operators, i.e. by

P = span{b−1 , . . . , b−n , f −1 , . . . , f −n }. (69)

For this purpose, and inspired by the right-hand sides in (57) and (56), we introduce the
following weight vectors (still using the notational convention introduced in (54) and (55)):

X(p;k, l) = (−1)l1+···+ln√p|p;k, l〉 −
n∑
i=1

(−1)l1+···+li li |ki + 1, li − 1〉

−
n∑
i=1

(−1)l1+···+li δli ,0ki |ki − 1, li + 1〉. (70)

Then we have

Proposition 2. For the weight vectors|p;k, l〉 andX(p;k, l) the following equalities hold
(again we use the convention that in the right-hand side only the labelski and li that are
effectively changed are withheld):

b−j |p;k, l〉 = kj
(
p + 1−

n∑
i=1

(ki + li)

)
|kj − 1〉 + (−1)l1+···+lj−1ljX(p; lj − 1) (71)

f −j |p;k, l〉 = (−1)l1+···+lj−1lj

(
p + 1−

n∑
i=1

(ki + li)

)
|lj − 1〉 + kjX(p; kj − 1) (72)

b+
j X(p;k, l) = X(p; kj + 1) + (−1)l1+···+lj δlj ,0|lj + 1〉 (73)

f +
j X(p;k, l) = −δlj ,0(−1)l1+···+lj−1X(p; lj + 1) + |kj + 1〉 (74)

b−j X(p;k, l) = kj
(
p −

n∑
i=1

(ki + li)

)
X(p; kj − 1) (75)

f −j X(p;k, l) = (−1)l1+···+lj−1lj

(
p −

n∑
i=1

(ki + li)

)
X(p; lj − 1). (76)

Proof. The proof is by direct computation, using proposition 1. The first two relations are just
a reformulation of the equalities in proposition 1. The next two relations follow immediately
from the definition ofX(p;k, l) and the actions (54) and (55). The last two relations are the
most difficult to verify. They follow from the action of the annihilation operators on each part
of X(p;k, l), using proposition 1, and then collecting the terms according to equal weight
vectors|p;k, l〉. This computation is long but straightforward, and will not be given in detail
here. �
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Note that all vectorsX(p;k, l) with
∑

i (ki + li) = p are annihilated byP .
In order to understand the linear (in)dependence of the newly introduced weight vectors

X(p;k, l), it is convenient to prove first an interesting lemma about the determinant and rank
of a matrix. Letr be a positive integer, and consider the 2r × 2r matrixA, where the rows and
columns ofA are labelled by the binary sequencesl = (l1, . . . , lr ) (li ∈ {0, 1}) of lengthr in
reverse binary order. The elementsal,l′ of A ≡ A(s; t1, . . . , tr ) are as follows:

if l = l′ thenal,l′ = s
if l andl′ differ in only positioni then

if li = 0 thenal,l′ = −(−1)li+1+···+lr ti (77)

if li = 1 thenal,l′ = (−1)li+···+lr ti

otherwiseal,l′ = 0.

Herein,s andt1, . . . , tr are arbitrary real numbers or variables.
It is constructive to consider an example. Forr = 2, the binary sequences labelling the

rows and columns ofA are(0, 0), (1, 0), (0, 1), (1, 1) (in this order); forr = 3 the sequences
are (0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1). The matrices
take the following form:

A(s; t1, t2) =


s −t1 −t2 0

−1 s 0 −t2
−1 0 s t1

0 −1 1 s

 (78)

A(s; t1, t2, t3) =



s −t1 −t2 0 −t3 0 0 0

−1 s 0 −t2 0 −t3 0 0

−1 0 s t1 0 0 −t3 0

0 −1 1 s 0 0 0 −t3
−1 0 0 0 s t1 t2 0

0 −1 0 0 1 s 0 t2

0 0 −1 0 1 0 s −t1
0 0 0 −1 0 1 −1 s


. (79)

Lemma 3. The matrixA(s; t1, . . . , tr ) (r > 1) defined above satisfies:

(a) the determinant is given by

detA(s; t1, . . . , tr ) =
(
s2 −

r∑
i=1

ti

)2r−1

(80)

(b) if the elementsti are positive real numbers such that
∑r

i=1 ti = s2 then
rank(A(s; t1, . . . , tr )) = 2r−1.

(c) A(s; t1, . . . , tr ) · A(−s; t1, . . . , tr ) =
( r∑
i=1

ti − s2

)
I (81)

whereI is the identity matrix of order2r .
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Proof. The proof of (a) is by induction onr. Clearly, it holds forr = 2. By definition, the
matrixA(s; t1, . . . , tr ) can be written in block form as

A(s; t1, . . . , tr ) =
(
A(s; t1, . . . , tr−1) −tr I

−I −A(−s; t1, . . . , tr−1)

)
(82)

whereI is the identity matrix of order 2r−1. So by induction we have det(A(s; t1, . . . , tr−1)) =
(s2 −∑r−1

i=1 ti)
2r−2

and det(−A(−s; t1, . . . , tr−1)) = ((−s)2 −
∑r−1

i=1 ti)
2r−2

. Then it follows
from (82) that

det(A(s; t1, . . . , tr−1, 0)) = det(A(s; t1, . . . , tr−1)) det(−A(−s; t1, . . . , tr−1))

=
(
s2 −

r−1∑
i=1

ti

)2r−1

. (83)

On the other hand, exchangingti and tj in A(s; t1, . . . , tr ) corresponds to a permutation of
the rows and corresponding columns ofA(s; t1, . . . , tr ); a closer examination shows that the
signature of such a permutation is positive. ThusA(s; t1, . . . , tr ) is invariant for transpositions
of the formti ↔ tj . Therefore, detA(s; t1, . . . , tr ) is a symmetric polynomial in the elements
ti . Since the power sum symmetric functions form a basis of the ring of symmetric polynomials
[33, p 24], it follows that

detA(s; t1, . . . , tr−1, tr ) =
N∑
k=0

∑
κ`k

cκ(s)pκ(t1, . . . , tr−1, tr ) (84)

whereN = 2r−1, κ is summed over all partitions ofk, andpκ is the multiplicative power sum
function [33, p 24]. Combining (84) with (83) gives

detA(s; t1, . . . , tr−1, 0) =
N∑
k=0

∑
κ`k

cκ(s)pκ(t1, . . . , tr−1) = (s2 − p1(t1, . . . , tr−1))
N (85)

sincep1(t1, . . . , tr−1) =
∑r−1

i=1 ti . Thanks to the linear independence of thepκ , the expansion
of the factor to theN th power in (85) fixes all the coefficientscκ(s). Substituting these back
into (84), it follows that we must have

detA(s; t1, . . . , tr−1, tr ) =
N∑
k=0

∑
κ`k

cκ(s)pκ(t1, . . . , tr−1, tr ) = (s2 − p1(t1, . . . , tr−1, tr ))
N

(86)

which proves (a).
To prove (b), writeA(s; t1, . . . , tr ) asA(s; t1, . . . , tr ) = sI − B, whereI is the identity

matrix of order 2r . Note thatB is a matrix with elements similar to those ofA but with zeros
on the diagonal. Introducing a diagonal matrixD of order 2r by

dl,l =
(
t
l1
1 t

l2
2 · · · t lrr

)1/2
(87)

it is easy to see thatDBD−1 is a real and symmetric matrix. For such matrices, all eigenvalues
are real, with geometric multiplicity equal to the algebraic multiplicity. Thus this also holds
for the eigenvalues ofB. The characteristic equation ofB is

det(B − λI) = det(A(λ; t1, . . . , tr )) =
(
λ2 −

r∑
i=1

ti

)2r−1

= (λ− µ)2r−1
(λ +µ)2

r−1
(88)
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whereµ = +
√∑r

i=1 ti . So for the eigenvalueµ the geometric multiplicity is 2r−1. Since the
geometric multiplicity is also equal to 2r − rank(B − µI), it follows that rank(B − µI) =
2r − 2r−1 = 2r−1, or rank(A(µ; t1 . . . , tr )) = 2r−1, implying the statement (b).

To prove (c), consider the elementcl,l′ in the multiplication ofA(s; t1, . . . , tr ) with
A(−s; t1, . . . , tr ). From the definition (77) it follows immediately thatcl,l′ = 0 if l 6= l′,
and thatcl,l =

∑
i ti − s2. �

This lemma can now be used to determine the linear (in)dependence of the weight vectors
X(p;k, l). Consider a weightλm = (p −

∑
i mi,m1, . . . , mn), with all mi > 0. Then the

multiplicity of λm in V̄p, or equivalently the dimension of the weight spaceV̄p(λm), is given
by

dm = dim V̄p(λm) = 2γ (m1)+···+γ (mn) = 2r (89)

wherer is the number of non-zeromis. A basis ofV̄p(λm) is given by the set of vectors|p;k, l〉
with everyki + li = mi (ork + l =m). One can consider another set ofdm vectorsX(p;k, l)
with k+l =m. The coefficient matrix of the vectors(−1)l1+···+lnX(p;k, l) expressed in terms
of the vectors|p;k, l〉 coincides with the matrixA(

√
p; t1, . . . , tr ) defined in lemma 3, with

ti corresponding to the non-zeromis. Thus the determinant of this matrix is(
p −

n∑
i=1

mi

)dm/2
. (90)

In other words, if
∑n

i=1mi 6= p, then the coefficient matrix is non-singular, and thedm vectors
X(p;k, l) with k + l = m form a basis forV̄p(λm). When

∑n
i=1mi = p, it follows from

lemma 3(b) that the span of thedm vectorsX(p;k, l) with k + l =m is a subspace of̄Vp(λm)
of dimensiondm/2.

7. The simple moduleVp

Denote byMp the maximalG = q(n + 1) submodule ofV̄p (different fromV̄p itself). Then
the quotient moduleVp = V̄p/Mp is an irreducible (or simple)q(n + 1) module. In this
section we shall show thatVp is finite dimensional, and give its weight structure, character,
and dimension. By definition,Vp andMp are weight modules, and

v ∈ Mp ⇔ v0 6∈ U(G)v. (91)

For the weight vectors|p;k, l〉 or X(p;k, l) it will be useful to refer to the quantity∑n
i=1(ki + li) =

∑
i mi as thelevelof the vector (or of the corresponding weight).

Proposition 4. The weight vectorsv of V̄p satisfy the following:

(a) if the level ofv is greater thanp thenv ∈ Mp;
(b) if the level ofv is less thanp thenv 6∈ Mp, and denoting the vectors of the quotient module

by their representatives in̄Vp we can writev ∈ Vp;
(c) if the level ofv is equal top, consider its weightλm = (0, m1, . . . , mn). With

dm = dim(V̄p(λm)), we have thatdimMp(λm) = dim(Vp(λm)) = dm/2. Moreover,
the vectorsX(p;k, l) of levelp with ki + li = mi spanMp(λm).

Proof. Consider a fixed weightλm, and the corresponding weight vectors|p;k, l〉 and
X(p;k, l). If the level of λm is less thanp, then the vectorsX(p;k, l) form a basis for
V̄p(λm) (see the end of section 6). By (75) and (76),

(b−1 )
k1(f −1 )

l1 · · · (b−n )kn(f −n )lnX(p;k, l)
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is equal to a non-zero constant timesv0. Thusv0 ∈ U(G)X(p;k, l); in other words, all vectors
of weightλm are not inMp.

Let the level ofv be greater thanp. Applyingb−j orf −j reduces the level by one. However,
for the vectors at levelp + 1 it follows from (71) and (72) that the action ofb−j or f −j yields
only vectors of the formX(p;k, l) at levelp, and all these vectors themselves are annihilated
by b−j andf −j . Thus one deduces thatv0 cannot belong toU(G)v if v has level greater thanp.

Finally, consider a weightλm = (0, m1, . . . , mn) of levelp. The vectorsX(p;k, l) with
ki + li = mi are all annihilated byb−j andf −j , so it follows that they belong toMp. In this
case, we know (see the end of section 6) that these vectors span a subspace of dimensiondm/2.
Thus dimMp(λm) > dm/2, and we still need to show that the dimension ofMp(λm) does not
exceeddm/2. The spacēVp(λm), of dimensiondm, is spanned by thedm vectors|p;k, l〉 with
ki + li = mi . Assume thatmn 6= 0 (the same argument works for anothermi 6= 0). Consider
the sets

S0 = {X(p; k1, l1, . . . , kn−1, ln−1, mn, 0)|ki + li = mi} (92)

S1 = {|p; k1, l1, . . . , kn−1, ln−1, mn − 1, 1〉|ki + li = mi} (93)

S = S0 ∪ S1. (94)

Clearly, #S0 = #S1 = dm/2. The vectors inS1 are obviously linearly independent. By
considering the coefficient matrix of the vectors ofS0 in terms of thedm vectors|p;k, l〉, and
using lemma 3, it follows that the vectors ofS0 are also linearly independent, and furthermore
that the vectors ofS are linearly independent. ThusS constitutes a basis for̄Vp(λm). The
elements ofS0 all belong toMp(λm). On the other hand, span(S1) contains no vectors that are
annihilated byP . Indeed, consider a linear combinationc of the vectors inS1, and express
thatc is annihilated byb−n . Using (71), and the linear independence of the vectors appearing
in b−n c, it follows thatb−n c = 0 only if all the coefficients in the linear combinationc are zero.
One can now deduce that no linear combination ofS1 can yield a vector ofMp(λm). This
shows that dimMp(λm) = dm/2, hence dimVp(λm) = dm/2. �

It can be verified thatMp, which is aq(n + 1) module, is generated by one vectorw as a
q(n + 1)module (in other words,̄Vp contains oneq(n + 1) highest-weight singular vectorw).
In our notation, this vectorw is equal tow = X(p;p, 0, . . . ,0, 0, . . . ,0).

This proposition gives us the vectors ofMp explicitly. Hence it also gives the
(representatives of) the vectors ofVp = V̄p/Mp. In particular,Vp is finite dimensional,
and the weight structure ofVp can be deduced. For a weightλm = (p −

∑
i mi,m1, . . . , mn)

(with allmi > 0), letr be the number of non-zeromis. Then the multiplicity ofλm is 2r if the
level ofλm is less thanp, and 2r/2= 2r−1 if the level ofλm is equal top (and, of course, the
zero of the level is larger thanp).

Once the weight structure is known, it is possible to write down the character and dimension
of Vp. To do this, it will be useful to first determine the decomposition ofVp with respect
to the subalgebragl(n + 1) ⊂ G. SinceVp is finite dimensional, it will decompose into a
direct sum of simple finite-dimensionalgl(n+1)modules. This decomposition can be derived
from the weight structure. The highest weight is(p, 0, . . . ,0), with multiplicity one. So
thegl(n + 1) module with highest weight(p, 0, . . . ,0) is a component of the decomposition.
Subtracting the (known) weights of thisgl(n + 1) module from the set of weights ofVp,
leaves(p − 1, 1, 0, . . . ,0) as the next highest weight, also with multiplicity one. Then we
go on: first subtract all weights (including multiplicities) of thegl(n + 1) module labelled by
(p − 1, 1, 0, . . . ,0); then determine the highest weight of the remaining ones, etc. Finally,
one obtains:
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Proposition 5. The decomposition of theq(n + 1) moduleVp into gl(n + 1) modules (with
eachgl(n + 1) module characterized by its highest weight) is as follows:

Vp → (p, 0, . . . ,0)⊕ (p − 1, 1, 0, . . . ,0)⊕ (p − 2, 1, 1, 0, . . . ,0)⊕ · · ·
⊕(p − n, 1, 1, . . . ,1). (95)

The dimension ofVp is given by

dimVp =
n∑
i=0

(
p − 1

i

)(
p + n− i
n− i

)
. (96)

Proof. The decomposition follows from the known weight structure determined in
proposition 4. From the known dimension formula (e.g. [34, section 4]) of simplegl(n + 1)
modules, equation (96) follows. �

The (formal) character of aG moduleV is defined as usual:

chV =
∑
λ

dimV (λ)x
λ0
0 · · · xλnn (97)

where dimV (λ) is the multiplicity of a weightλ in V , andxi can be considered as formal
variables. The character ofVp follows from (95), using the (known) characters ofgl(n + 1)
modules. For agl(n + 1) module with highest weightλ, the character is equal to the Schur
functionsλ(x0, . . . , xn). In this case, the highest weights appearing in the decomposition are
of a special form; in fact, they are of Frobenius form(p − 1− i|i) [33, p 3]. Since in such a
case the character is given by [33, p 47]

s(a|b) = ha+1eb − ha+2eb−1 + · · · + (−1)bha+b+1 (98)

whereer (respectivelyhr ) is therth elementary (respectively complete) symmetric function
in thexi , it follows that

chVp = hp−nen + hp−n−2en−2 + · · · (99)

ending withhp if n is even and withhp−1e1 if n is odd.
To have the interpretation ofVp as a Fock space ofq(n+ 1), we still need to show that the

Hermitian form is positive definite.

Proposition 6. The Hermitian form onVp, induced by (25), is positive definite.

Proof. It is clear from (25) and (91) that the Hermitian form is zero onMp, so (25) indeed
induces a Hermitian form onVp = V̄p/Mp. It also follows from (25) that〈v|w〉 = 0 if the
weight ofv andw is different. So it is sufficient to study the behaviour of the Hermitian form
on a weight spaceVp(λm) only. Letλm be fixed, and assume that the level ofλm is less thanp
(
∑
mi < p) and that allmi are non-zero (the proof has to be changed slightly in the remaining

cases, since according to proposition 4 a different basis must be chosen; but in this different
basis, it leads essentially to the same computation). A basis forVp(λm) is given by the vectors
|p;k, l〉 with k + l =m. Thus we have to show that the matrixH with matrix elements

Hl,l′ = 〈 |p;k, l〉 | |p;k′, l′〉 〉 (100)

is positive definite. By (50),Hl,l′ is equal to the coefficient ofv0 in

(f −n )
ln (b−n )

kn · · · (f −1 )l1(b−1 )k1|p;k′, l′〉. (101)

The idea is now as follows:
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• The coefficient matrix of the vectors(−1)l1+···+lnX(p;k, l) expressed in terms of the
vectors|p;k, l〉 is given byA = A(√p;m1, . . . , mn). Thus the coefficient matrix of the
vectors|p;k, l〉 expressed in terms of(−1)l1+···+lnX(p;k, l) is given byA−1.
• The action of(f −n )

ln (b−n )
kn · · · (f −1 )l1(b−1 )k1 on a vector of the form(−1)l

′
1+···+l′nX(p;k′, l′)

is diagonal, and determined by (75) and (76).

This leads to

Hl,l′ = d(k, l)(A−1)l′,l (102)

where

d(k, l) = k1!k2! · · · kn!(p − 1)(p − 2) · · ·
(
p −

∑
mi

)
.

It follows thatH = cD−1A−T , with c a positive constant,A−T the transpose ofA−1 andD a
diagonal matrix with elementsDl,l = ml11 · · ·mlnn . However,H (being symmetric) is positive
definite if and only ifD1/2HD1/2 is positive definite (e.g. by the Cholesky decomposition).
NowD1/2HD1/2 = cD−1/2A−T D1/2; this last matrix is positive definite if all its eigenvalues
are positive. From the proof of lemma 3(b) (andA−1 determined by lemma 3(c)),

det(D−1/2A−T D1/2 − λI) =
((√

p − λ)2 −∑
i

mi

)
so the eigenvalues areλ = √p ±√∑i mi , which are indeed positive since

∑
i mi < p. �

8. Conclusion

We have given a description of the Lie superalgebraq(n + 1) in terms of creation operators
b+
i , f

+
i and annihilation operatorsb−i , f −i (i = 1, . . . , n). The quadratic relations (9) and

the triple supercommutation relations (10) and (11) determine the Lie superalgebrasq(n + 1)
completely. The operatorsb±i satisfy the relations ofA-statistics, and the operatorsf ±i the
relations ofA-superstatistics. The combined relations (9)–(11) can be seen as a unification of
A-statistics andA-superstatistics.

We have shown thatq(n + 1) has an interesting class of irreducible representationsVp,
defined as a quotient module of an induced moduleV̄p. For p a positive integer, these
representationsVp are finite dimensional, with a unique highest weight (of multiplicity one).
The Hermitian form that is consistent with the natural adjoint operation onq(n+1) is shown to
be positive definite onVp. Forq(2) these representations are ‘dispin’, since they decompose
into the sum of two irreduciblegl(2) representation in the decompositionq(2) ⊃ gl(2). Also
in the general case, the decomposition ofVp with respect toq(n+1) ⊃ gl(n+1) is determined,
through the weight structure ofVp. Thus a character and dimension formula forVp are given.
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